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Abstract

Let X1, X2, . . . be any sequence of [0, 1]-valued random variables. A complete
comparison is made between the expected maximum E(maxj≤n Yj) and the stop rule
supremum supt EYt for two types of discounted sequences: (i) Yj = bjXj , where {bj} is
a nonincreasing sequence of positive numbers with b1 = 1; and (ii) Yj = B1 · · ·Bj−1Xj ,
where B1, B2, . . . are independent [0, 1]-valued random variables that are independent
of the Xj , having a common mean β. For instance, it is shown that the set of points
{(x, y) : x = supt EYt and y = E(maxj≤n Yj) for some sequence X1, . . . , Xn and
Yj = bjXj} is precisely the convex closure of the union of the sets {(bjx, bjy) : (x, y) ∈
Cj}, j = 1, . . . , n, where Cj = {(x, y) : 0 ≤ x ≤ 1, x ≤ y ≤ x[1 + (j − 1)(1 −
x1/(j−1))]} is the prophet region for undiscounted random variables given by Hill and
Kertz (Trans. Amer. Math. Soc. 278, 197-207 (1983)). As a special case, it is shown
that the maximum possible difference E(maxj≤n βj−1Xj)− supt E(βt−1Xt) is attained
by independent random variables when β ≤ 27/32, but by a martingale-like sequence
when β > 27/32. Prophet regions for infinite sequences are also given.

AMS 2000 subject classification: 60G40, 62L15.
Key words and phrases: Optimal stopping rule, Prophet inequality, Discount factor,

Random discounting, Supermartingale.

1 Introduction

Let X1,X2, . . . be any sequence of [0, 1]-valued random variables. This paper gives compar-
isons of the expected maximum and stop rule supremum of sequences {Yj} that are derived
from the Xj by a form of discounting. Specifically, the sequences under consideration are

Yj = bjXj , j = 1, 2, . . . , (1)
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where {bj} is a nonincreasing sequence of positive numbers with b1 = 1; and

Yj = B1 · · ·Bj−1Xj , j = 1, 2, . . . , (2)

where B1, B2, . . . are independent [0, 1]-valued random variables that are independent of
the Xj, and have a common mean β with 0 < β < 1. The models (1) and (2) will be
referred to as deterministic discounting and random discounting, respectively.

The results of this paper extend earlier work by Hill and Kertz [8], whose results can be
summarized as follows. Let X1,X2, . . . be any sequence of [0, 1]-valued random variables,
let V (X1,X2, . . . ) denote the supremum of EXt over all stop rules t, and for n ∈ IN, let
V (X1, . . . ,Xn) denote the supremum of EXt over all stop rules t such that t ≤ n a.s. Then

(a) For every n ≥ 2, the set of all ordered pairs {(x, y) : x = V (X1, . . . ,Xn) and y =
E(max1≤j≤n Xj) for some sequence X1, . . . ,Xn} is precisely the set

Cn := {(x, y) : 0 ≤ x ≤ 1, x ≤ y ≤ x[1 + (n − 1)(1 − x1/(n−1))]}, (3)

and

(b) the set of all ordered pairs {(x, y) : x = V (X1,X2, . . . ) and y = E(supn≥1 Xn) for some
sequence X1,X2, . . . } is precisely the set C :=

⋃∞
n=1 Cn = {(x, y) : 0 < x < 1, x ≤ y <

x − x ln x} ∪ {(0, 0), (1, 1)}.

From these results, Hill and Kertz derived the following sharp ratio and difference inequal-
ities comparing the optimal expected return and expected supremum: for every n ∈ IN,

E
(

max
j≤n

Xj

)
− V (X1, . . . ,Xn) ≤ (1 − 1/n)n, (4)

and

E
(

max
j≤n

Xj

)
< nV (X1, . . . ,Xn) if P

(
max
j≤n

Xj > 0
)

> 0; (5)

and the analogous sharp inequality for infinite sequences is

E
(

sup
n≥1

Xn

)
− V (X1,X2, . . . ) < e−1. (6)

Inequalities such as (4)-(6) have been called prophet inequalities, because they compare
the optimal expected return of a prophet, or player with complete foresight, to that of a
gambler, who has no foresight. Similarly, the sets of ordered pairs in (a) and (b) have been
called prophet regions. A vast literature on prophet/gambler comparisons exists, with the
article by Krengel and Sucheston [11] being considered the stem paper. The notion of a
prophet region was introduced by Hill [7], who gave a complete comparison of E(maxj≤n Xj)
and supt EXt for sequences of independent random variables X1, . . . ,Xn taking values
in [0, 1]. Boshuizen [3] generalized this result to independent random variables with a
discount factor. Jones [10] and Samual-Cahn [14] gave prophet inequalities for independent,

2



respectively i.i.d. random variables with a cost for observation. More recently, Saint-
Mont [12, 13] has given further extensions for the independent case, involving simultaneous
costs and discountings. A useful overview of the earlier prophet inequalities, which also
describes commonly used proof techniques, is the survey paper by Hill and Kertz [9]. The
more recent book by Harten et al. [6] contains proofs and extremal distributions for most
of the known inequalities, as well as game-theoretic versions of prophet inequalities.

This paper extends the results of Hill and Kertz [8] to two cases where the random
variables X1,X2, . . . are discounted. The first case is the deterministic model (1). It will
be shown that for a finite sequence X1, . . . ,Xn, the prophet region is the convex closure
of the union of the sets {(bjx, bjy) : (x, y) ∈ Cj}, j = 1, . . . , n. For n = 2 this set agrees
with Boshuizen’s prophet region for the independent case. From the prophet region, sharp
difference and ratio inequalities generalizing (4) and (5) follow easily. The special case
of geometric discounting, where bj = βj−1, is examined in detail. A surprising result is
that the maximum possible difference E(maxj≤n βj−1Xj) − supt E(βt−1Xt) is attained by
independent random variables when β ≤ 27/32, but by a martingale-like sequence when
β > 27/32.

For infinite sequences, the prophet region is the convex closure of the union of the
sets {(bjx, bjy) : (x, y) ∈ Cj}, j = 1, 2, . . . , provided that limj→∞ bj = 0. Otherwise,
the prophet region is that convex closure, with the possible exception of part of its upper
boundary. It seems difficult in general to determine how much of the upper boundary is
contained in the prophet region. On the other hand, it will be shown in Theorem 3.8 that
the best-possible difference prophet inequality for infinite sequences is attained when the
sequence {bj(1 − 1/j)j} has a maximum, but holds with strict inequality otherwise.

The second type of discounting considered in this paper is the random discount model
(2). In this case, the prophet region for finite sequences is best characterized by its upper
boundary function, which matches the upper boundary function of Cn on 0 ≤ x ≤ βn−1,
and is piecewise linear on βn−1 ≤ x ≤ 1. From this result, the prophet region for infinite
sequences follows by taking limits as n → ∞.

Prophet inequalities for a similar model with random discounting in which the random
variables X1,X2, . . . are assumed to be independent are given in Allaart [2]. Indeed, the
prophet regions given there are proper subsets of the regions in the present article. However,
the methods of proof required to deal with the independent case are quite different from
the supermartingale arguments used in this paper.

This paper is organized as follows. Section 2 introduces the necessary notation. Sec-
tion 3 deals with the case of deterministic discount factors, and is divided into three
subsections: the prophet region for the finite-horizon case is given in Subsection 3.1; the
proof is given in Subsection 3.2; and Subsection 3.3 develops analogous results for infi-
nite sequences. Section 4 contains an application to optimal stopping with a random time
horizon: the optimal expected return of a player who knows the number of available ob-
servations ahead of time is compared to that of a player who does not. Finally, Section 5
gives prophet regions for the case of random discounting.
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2 Notation and definitions

Throughout this paper, the following notation will be used. For subsets A of the underlying
probability space, IA denotes the indicator function of A. For real numbers x and y, x∨ y
denotes the maximum of x and y, and x+ := max{x, 0}. For a function f : [0, 1] → IR, f̂
denotes the smallest concave function dominating f . For a collection of random variables
{Xs : s ∈ S}, ess sup{Xs : s ∈ S} denotes the essential supremum of the collection. (See
pages 8-9 of [4] for the definition and existence of essential supremum.)

For any filtration F = (F1,F2, . . . ), let TF be the set of all stopping rules t such that
{t = j} ∈ Fj for all j ∈ IN. If Y = (Y1, Y2, . . . ) is a sequence of random variables and
F = {Fj} is a filtration, define the value VF (Y) of Y with respect to F by VF (Y) =
sup{EYt : t ∈ TF}. Likewise, for n ≥ 1, let VF (Y1, . . . , Yn) = sup{EYt : t ∈ TF , t ≤ n}.
The conditional value with respect to F of Ym, Ym+1, . . . given Fj is VF (Ym, Ym+1, . . . |Fj) =
ess sup{E(Yt|Fj) : t ∈ TF , t ≥ m}, and VF (Ym, Ym+1, . . . , Yn|Fj) = ess sup{E(Yt|Fj) : t ∈
TF ,m ≤ t ≤ n}. Where the subscript F is omitted, F is understood to be the natural
filtration of the sequence under consideration.

3 Deterministic discounting

In this section, let b1 = 1 ≥ b2 ≥ b3 ≥ . . . be fixed positive numbers, and let Yj = bjXj for
j ∈ IN. Define the filtration F = (F1,F2, . . . ) by Fj = σ(X1, . . . ,Xj), j ∈ IN.

3.1 The finite-horizon case

For n ≥ 1, define the function

Ψn(x) = x + max
1≤j≤n−1

jx
(
1 − (x/bj+1)1/j

)+
, 0 ≤ x ≤ 1.

Theorem 3.1 The set of all points {(x, y) : x = VF (Y1, . . . , Yn) and y = E(Y1 ∨ · · · ∨ Yn)
where Yj = bjXj for all j and some sequence X1, . . . ,Xn ∈ [0, 1]} is precisely the set

Γn = {(x, y) : 0 ≤ x ≤ 1, x ≤ y ≤ Ψ̂n(x)}.
Stated differently, Theorem 3.1 says that the prophet region is exactly the convex

closure of the union of the sets {(bjx, bjy) : (x, y) ∈ Cj}, j = 1, 2, . . . , n, where C1 =
{(x, x) : 0 ≤ x ≤ 1}, and for n ≥ 2, Cn is the set (3). Thus, the theorem can be viewed as
a generalization of the prophet region of Hill and Kertz [8].

For comparison, Boshuizen’s results for the independent case are given below.

Boshuizen’s results [3, Theorem 2.5]. Let n ≥ 2 and 0 < β ≤ 1.
(i) Let Pn = {(x, y) : x = V (X1, βX2, . . . , β

n−1Xn), y = E(max1≤i≤n βi−1Xi), for some
sequence of independent [0, 1]-valued r.v.’s X1, . . . ,Xn}. Then Pn = {(x, y) : 0 ≤ x ≤
1, x ≤ y ≤ Φ(x)}, where

Φ(x) =

{
2x − x2/β, if 0 ≤ x ≤ 1 −√

1 − β

1 − g(β)(1 − x), if 1 −√
1 − β ≤ x ≤ 1,

(7)
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where g(β) = 2(
√

1 − β − (1 − β))/β.
(ii) For every sequence X1, . . . ,Xn of [0, 1]-valued r.v.’s,

E
(

max
1≤i≤n

βi−1Xi

)
− V (X1, βX2, . . . , β

n−1Xn) ≤ β/4, (8)

and this bound is attained.

As Boshuizen points out at the end of his article, the factors β, β2, . . . may be replaced
by any nonincreasing sequence (1 ≥)b2 ≥ b3 ≥ . . . . The results of (i) and (ii) above then
hold with b2 in place of β. As will be seen shortly, the prophet region for the dependent
case coincides with the region given in (i) when n = 2, but is strictly larger when n > 2.

Remark 3.2 Clearly, the relationship (1) determines a one-to-one correspondence between
sequences {Xj} taking values in [0, 1] and sequences {Yj} such that for each j, Yj takes
values in [0, bj ]. To keep the presentation simpler, all further results and proofs of this
section will be given directly in terms of the sequence {Yj}.

In general, it is not possible to give explicit expressions for Ψ̂n(x). An exception is the
case n = 2.

Example 3.3 Let n = 2, b1 = 1 and b2 = β ≤ 1. Then Ψ2(x) = max{x, x(2 − x/β)}. To
find Ψ̂2(x), we must find the line through the point (1, 1) that is tangent to the curve y =
x(2−x/β), as well as the point of intersection. Routine calculus yields that Ψ̂2(x) = Φ(x),
where Φ is the function defined in (7). Thus, the prophet region coincides with Boshuizen’s
region for the independent case. Indeed, in the extremal case Y1 and Y2 can be chosen to
be independent: if x ≤ 1 − √

1 − β let Y1 ≡ x, and Y2 ∈ {0, β} with mean x; otherwise,
let Y1 ∈ {1 − √

1 − β, 1} with mean x, and Y2 ∈ {0, β} with mean 1 − √
1 − β. A simple

calculation shows that V (Y1, Y2) = x, and E(Y1 ∨ Y2) = Ψ̂2(x).

The following inequalities follow immediately from Theorem 3.1.

Corollary 3.4 For each n ≥ 2,

E(Y1 ∨ · · · ∨ Yn) − V (Y1, . . . , Yn) ≤ max
2≤j≤n

bj(1 − 1/j)j , (9)

and
E(Y1 ∨ · · · ∨ Yn) < nV (Y1, . . . , Yn) if P(max

j≤n
Xj > 0) > 0.

Both bounds are sharp for every sequence {bj}, and (9) is attained.

Of particular interest is the case of geometric discounting, when bj = βj−1 for all j ∈ IN.
For this case, Corollary 3.4 can be stated as

Corollary 3.5 Let 0 < β < 1. Then

E(X1 ∨ βX2 ∨ · · · ∨ βn−1Xn) − V (X1, βX2, . . . , β
n−1Xn) ≤ max

2≤j≤n
βj−1(1 − 1/j)j , (10)

and this bound is attained.
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β .8 .9 .95 .99 .999 .9999 → 1
j∗ 2 3 4 8 23 71 → ∞
βj∗−1(1 − 1/j∗)j∗ .200 .240 .271 .320 .352 .363 → 1/e

Table 1: The critical horizon j∗ and the prophet’s maximum advantage βj∗−1(1 − 1/j∗)j∗ , for various
choices of β.

In fact, it can be shown (by replacing j with a continuous variable x, and using routine
calculus), that αj := βj−1(1− 1/j)j is unimodal in j. Hence αj is maximized at the index

j∗ := min{j : αj+1 < αj} = min{j : γj > β}, (11)

where γj = (1− 1/j)j/[1− 1/(j + 1)]j+1. Thus, if j(n) := min{n, j∗}, (10) is equivalent to

E(X1 ∨ βX2 ∨ · · · ∨ βn−1Xn) − V (X1, βX2, . . . , β
n−1Xn) ≤ βj(n)−1(1 − 1/j(n))j(n).

The interpretation of j∗ is that, once n ≥ j∗, the prophet’s advantage (in the extremal
case) does not increase further when additional random variables are observed.

Table 1 gives values of j∗ and the corresponding upper bound βj∗−1(1 − 1/j∗)j∗ for
various choices of β. It is interesting to note that if β ≤ 27/32 ≈ .8438, then j∗ = 2 and
βj∗−1(1 − 1/j∗)j∗ = β/4. Comparing this value with the right hand side of (8) yields the
somewhat surprising conclusion that when β ≤ 27/32, the best-possible difference prophet
inequality in the dependent case is the same as in the independent case, for all n ≥ 2. In
this case, dependence does not benefit the prophet.

If β is near one, j∗ may be estimated as follows. Using the Taylor approximation
log(1 − x) ≈ −x − x2/2, we have

log γj = j log
(

1 − 1
j

)
− (j + 1) log

(
1 − 1

j + 1

)
≈ 1

2

(
1

j + 1
− 1

j

)
.

Equating this to log β yields a quadratic equation, whose positive root equals

j =
1
2

(√
1 − 2

log β
− 1
)

.

This value appears to systematically underestimate the true value j∗; a better and simpler
approximation is

j∗ ≈ 1
2

√
− 2

log β
= [2 log(1/β)]−1/2,

rounding up to the nearest integer in view of (11). This produces correct estimates of j∗

for all values of β in Table 1.
A further simplification is possible by considering the Taylor expansion of log(1/β): if

β is very close to one, say β = 1/(1 + r) for a very small positive number r, then log(1/β)
will be very well approximated by r. Hence j∗ ≈ (2r)−1/2.
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3.2 Proof of Theorem 3.1

The proof of Theorem 3.1 is analogous to that of Theorem 3.2 of Hill and Kertz [8], but some
modifications have to be made since the function Ψn is the maximum of several concave
functions, but is not itself concave. The following lemma is essentially an amalgamation of
Lemma 2.3 and Proposition 2.6 of [8].

Lemma 3.6 Given any process Y1, . . . , Yn with Yj ∈ [0, bj ] for j = 1, . . . , n, there exists a
process Ŷ1, . . . , Ŷn with Ŷj ∈ [0, bj ] for j = 1, . . . , n, satisfying the following properties:

(i) Ŷ1, . . . , Ŷn is a supermartingale;

(ii) Ŷm+1 ∈ {0} ∪ [Ŷm, bm+1] a.s. for all m = 1, . . . , n − 1;

(iii) V (Ŷ1, . . . , Ŷn) = V (Y1, . . . , Yn) = E Ŷ1; and

(iv) E(maxj≤n Ŷj) ≥ E(maxj≤n Yj).

Proof. We may assume (by replacing each Ym with Ym∨V (Ym+1, . . . , Yn|Fm), if necessary)
that Ym ≥ V (Ym+1, . . . , Yn|Fm) for all m = 1, . . . , n− 1. In particular, Ym ≥ E(Ym+1|Fm),
and Y1, . . . , Yn is a supermartingale. Before constructing the process Ŷ1, . . . , Ŷn, first define
a process Y ′

1 , Y
′
2 , . . . by Y ′

m = Ym for m ≤ n, and Y ′
m ≡ 0 for m > n. Put bm = 0 for all

m > n.
Next, define t1 = 1, and recursively for m = 1, 2, . . . , define tm+1 = min{k > tm : Yk = 0

or Yk ≥ Ytm}. Define Ŷm = Ytm for m = 1, 2, . . . , n. Then the process Ŷ1, . . . , Ŷn is a
supermartingale (since the differences tm+1 − tm are uniformly bounded) with Ŷm+1 = 0
or Ŷm+1 ≥ Ŷm for all m, and satisfying (iii) and (iv). Finally, since the sequence {bm} is
nonincreasing, Ŷm ≤ btm ≤ bm for all m. �

Proof of Theorem 3.1. First it will be shown that if x = V (Y1, . . . , Yn), then E(Y1∨· · ·∨
Yn) ≤ Ψ̂n(x). By Lemma 3.6 and Jensen’s inequality, it suffices to show that if Y1, . . . , Yk

is a supermartingale with Ym+1 ∈ {0} ∪ [Ym, bm+1] a.s. for all m = 1, 2, . . . , k − 1, then

E(Y1 ∨ · · · ∨ Yk|Y1) ≤ Ψk(Y1) a.s. (12)

For then, E(Y1 ∨ · · · ∨ Yn) ≤ E Ψn(Y1) ≤ Ψ̂n(EY1) = Ψ̂n(x).
The proof of (12) will be by induction on k. Note first that, by the supermartingale

property, Yj = 0 a.s. on {Y1 = 0} for all j ≥ 2. Observe also that (12) is trivial if Y1 ≥ b2.
Thus, it remains only to show (12) holds a.s. on {0 < Y1 < b2}.

For k = 2, we have

E(Y1 ∨ Y2|Y1) = Y1 + E[(Y2 − Y1)I{Y1≤Y2}|Y1]

≤ Y1 + E[Y2(1 − Y1/b2)|Y1]
≤ Y1 + Y1(1 − Y1/b2)+ a.s. on {0 < Y1 < b2}.
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Next, assume (12) is true for k = m, and show it is true for k = m + 1 by calculating

E(Y1∨ · · · ∨ Ym+1|Y1) = E
[
Y1I(Y2 = 0) + (Y2 ∨ · · · ∨ Ym+1)I{Y1≤Y2}|Y1

]
= Y1 P(Y2 = 0|Y1) + E

[
E(Y2 ∨ · · · ∨ Ym+1|Y2)I{Y1≤Y2}|Y1

]
≤ Y1 P(Y2 = 0|Y1) + E

[(
Y2 + max

1≤j≤m−1
jY2[1 − (Y2/bj+2)1/j ]+

)
I{Y1≤Y2}|Y1

]
= Y1 + E

[
max

1≤j≤m−1
fj(Y2)I{Y1≤Y2}Y2|Y1

]
, (13)

where fj(x) = 1 + j(1 − (x/bj+2)1/j)+ − Y1/x for j = 1, . . . ,m − 1, and the inequality
follows from the induction hypothesis.

Note that for bj+2 ≤ x ≤ b2, fj(x) = 1 − Y1/x ≤ 1 − Y1/b2, while for 0 ≤ x ≤ bj+2,

fj(x) ≤ (j + 1)
(
1 − (Y1/bj+2)1/(j+1)

)
,

as can be seen by taking the derivative of 1 + j[1 − (x/bj+2)1/j ] − Y1/x. It follows that

max
1≤j≤m−1

fj(x) ≤ max
1≤j≤m−1

max
{

1 − Y1/b2, (j + 1)
(
1 − (Y1/bj+2)1/(j+1)

)}
= max

1≤j≤m
j
(
1 − (Y1/bj+1)1/j

)
.

The development now continues

(13) ≤ Y1 + E
[

max
1≤j≤m

j
(
1 − (Y1/bj+1)1/j

)+
I{Y1≤Y2}Y2|Y1

]
= Y1 + max

1≤j≤m
j
(
1 − (Y1/bj+1)1/j

)+
E(Y2|Y1)

≤ Y1 + max
1≤j≤m

jY1

(
1 − (Y1/bj+1)1/j

)+
= Ψm+1(Y1),

a.s. on {0 < Y1 < b2}. This establishes (12), and thus the set of ordered pairs {(x, y) : x =
V (Y1, . . . , Yn) and y = E(Y1 ∨ · · · ∨ Yn) for some Y1, . . . , Yn with Yi ≤ bi for 1 ≤ i ≤ n} is a
subset of Γn. The converse inclusion follows from the following proposition. �

Proposition 3.7 For every point (x, y) ∈ Γn, there exists a sequence of random variables
Y1, . . . , Yn with Yj ∈ [0, bj ] for all j which is both Markov and a supermartingale, such that
V (Y1, . . . , Yn) = x and E(Y1 ∨ · · · ∨ Yn) = y.

Proof. Let Sn = {(x, y) : 0 ≤ x ≤ 1, y ∈ {x,Ψn(x)}}, and note that Γn is the convex
closure of Sn. The statement of the proposition is proved first for (x, y) ∈ Sn. If y = x, the
statement follows by taking Y1 ≡ x, and Y2 = · · · = Yn ≡ 0. So assume y = Ψn(x) > x, and
choose k, 1 ≤ k ≤ n − 1 such that x + kx(1 − (x/bk+1)1/k) = Ψn(x). Note that Ψn(x) > x
implies that x ≤ bk+1. Define a sequence Y ′

1 , . . . , Y ′
k+1 by Y ′

1 ≡ x; and for 2 ≤ m ≤ k + 1,

P(Y ′
m = 0|F ′

m−1) = 1 on {Y ′
m−1 = 0},
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and

P(Y ′
m = x(bk+1/x)(m−1)/k |F ′

m−1) = (x/bk+1)1/k = 1 − P(Y ′
m = 0|F ′

m−1) on {Y ′
m−1 �= 0}.

Then Y ′
1 , . . . , Y

′
k+1 is both Markov and a martingale, 0 ≤ Y ′

m ≤ bk+1 ≤ bm for all m =
1, . . . , k + 1, and E(Y ′

1 ∨ · · · ∨ Y ′
k+1) = Ψn(x). (This process is a modified version of the

extremal process given by both Hill and Kertz [8] and Dubins and Pitman [5].) To obtain
a sequence of length n, define Y ′

j ≡ 0 for j > k + 1. Then the process Y ′
1 , . . . , Y ′

n is both
Markov and a supermartingale, and the statement of the proposition holds for each point
(x, y) in Sn. To see that it holds for all members of Γn, note that since Sn is connected,
each point (x, y) in Γn can be written as a convex combination of two points in Sn, say
(x, y) = p1(x1, y1) + p2(x2, y2), where (xj, yj) ∈ Sn for j = 1, 2, and p1 + p2 = 1. Let
Y(1),Y(2) be sequences with (V (Y(j)),E(supY(j))) = (xj, yj) (each both Markov and a
supermartingale), and let Y be the mixture defined by P(Y = Y(j)) = pj, j = 1, 2. Then
Y is both Markov and a supermartingale, V (Y) = x, and E(supY) = y. �

3.3 The infinite-horizon case

Let Γ denote the set of all ordered pairs {(x, y) : x = V (Y1, Y2, . . . ) and y = E(supn Yn)
for some sequence Y1, Y2, . . . with Yj ≤ bj for all j ∈ IN}. Since it is always possible
to append an infinite string of zeros to any finite sequence Y1, . . . , Yn, it is clear that Γ
contains each Γn as a subset. On the other hand, each (x, y) in Γ is the limit point of a
sequence {(xn, yn)}, where (xn, yn) ∈ Γn. Thus

∞⋃
n=1

Γn ⊆ Γ ⊆ cl

( ∞⋃
n=1

Γn

)
,

where cl(A) denotes the topological closure of A. In general, it seems difficult to determine
whether Γ contains its upper boundary. But if limn→∞ bn = 0, the answer is affirmative.
To see this, define the function

Ψ(x) := lim
n→∞Ψn(x) = x + sup

j≥1
jx
(
1 − (x/bj+1)1/j

)+
, (14)

and note that the upper boundary function of Γ is Ψ̂. Let b := limn→∞ bn. If b = 0, then the
supremum in (14) is attained for every x, and so Γ = {(x, y) : 0 ≤ x ≤ 1, x ≤ y ≤ Ψ̂(x)}.

The case when b > 0 is rather more complicated, due to the fact that the supremum
in (14) is attained for x > b, but may be strict for x ≤ b. This suggests that the prophet
region could perhaps contain part, but not all of its upper boundary. However, the author
does not know of a specific example where this happens.

The following is an infinite-horizon analogue of the prophet inequality (9).

Theorem 3.8 For every sequence Y1, Y2, . . . with 0 ≤ Yj ≤ bj (j ∈ IN),

E
(

sup
n≥1

Yn

)
− V (Y1, Y2, . . . ) ≤ sup

j≥2
bj(1 − 1/j)j .

9



This bound is sharp, and holds with strict inequality if the sequence bj(1 − 1/j)j does not
have a largest term.

Note that the weak inequality statement follows immediately from Corollary 3.4 by
taking limits as n → ∞. The proof of strict inequality below uses several ideas from the
proof of Theorem 4.2 of Hill and Kertz [8], and the following elementary limit result.

Lemma 3.9 If {cj} is a sequence of positive numbers and cj → c > 0, then for all x > 0,

lim
j→∞

j
(
1 − (x/cj)1/j

)
= − ln(x/c). (15)

Proof. Let fj(u) = j(1 − u1/j), f(u) = − ln u, and αj = x/cj . Then fj converges to
f uniformly on every interval (u1, u2) with u2 > u1 > 0, and αj → x/c > 0. Hence
fj(αj) → f(x/c), and (15) holds. �

Proof of Theorem 3.8 (Strict inequality). Suppose the sequence bj(1−1/j)j does not have
a largest term, and let γ := supj≥1 bj(1−1/j)j = limj→∞ bj(1−1/j)j , and b := limj→∞ bj .
Then γ and b are both strictly positive, and γ = b/e. As in the finite-dimensional case, we
may assume that Y1, Y2, . . . is a supermartingale. Define the function

φ(x) := sup
j≥1

jx
(
1 − (x/bj+1)1/j

)
.

Then φ(x) has a unique maximum value of γ at x = γ. To see this, note that for each
j ≥ 1,

max
x>0

jx
(
1 − (x/bj+1)1/j

)
= bj+1[1 − 1/(j + 1)]j+1 < γ,

while by Lemma 3.9, limj→∞ jx[1− (x/bj+1)1/j ] = −x ln(x/b) = x(1− ln(x/γ)), which has
a unique maximum at x = γ.

By letting n tend to ∞ in (12), and using the fact that Y1, Y2, . . . is a uniformly bounded
supermartingale, it follows that

E(supYn) − V (Y1, Y2, . . . ) = E(supYn) − EY1 = E[E(supYn − Y1|Y1)]

≤ E
(

lim
n→∞Ψn(Y1) − Y1

)
= Eφ(Y1) ≤ γ.

(16)

Suppose, by way of contradiction, that E(supYn)−V (Y1, Y2, . . . ) = γ. Then equality must
hold throughout in (16), and hence Y1 = γ a.s. By an argument similar to that in the
proof of Lemma 3.6, we may assume that P(Y2 = 0) + P(Y2 ≥ γ) = 1. Let α = P(Y2 ≥ γ),
and x2 = E(Y2|Y2 ≥ γ). Without loss of generality, we may assume that P(Y2 > Y1) > 0.
(Otherwise simply delete Y2 and consider the sequence Y1, Y3, Y4, . . . .) Hence α > 0 and
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x2 > γ. Now

E
(

sup
n≥1

Yn

)
− V (Y1, Y2, . . . ) = γ(1 − α) +

∫
Y2≥γ

E
(

sup
n≥2

Yn|Y2

)
dP−γ

≤
∫

Y2≥γ

[
Y2 + sup

j≥1
jY2

(
1 − (Y2/bj+2)1/j

)+
]

dP−γα

≤ γ(1 − α) +
∫

Y2≥γ
φ2(Y2)dP,

where φ2(x) = supj≥1 jx[1− (x/bj+2)1/j ]+, and the last inequality follows since
∫
Y2≥γ Y2 =

EY2 ≤ γ by the supermartingale property of Y1, Y2, . . . . Observe that φ2, like φ, has a
unique maximum value of γ at x = γ. The same is then true for φ̂2, the smallest concave
function dominating φ2. Thus, Jensen’s inequality implies that

E
(

sup
n≥1

Yn

)
− V (Y1, Y2, . . . ) ≤ γ(1 − α) +

∫
Y2≥γ

φ̂2(Y2)dP

≤ γ(1 − α) + αφ̂2

(∫
Y2≥γ

Y2d(P /α)
)

= γ(1 − α) + αφ̂2(x2) < γ,

since x2 �= γ and α > 0. This contradiction completes the proof. �

4 Application to optimal stopping with a random horizon

The results of Section 3.1 can be applied to obtain prophet-like inequalities for a situation
with a constant discount factor and a random time horizon. Specifically, let X1,X2, . . .
be any sequence of [0, 1]-valued random variables, and let N be a random variable taking
values in the positive integers, independent of X1,X2, . . . . Fix 0 < β < 1, and assume the
reward for stopping at time t is βt−1XtI{t≤N}. Consider one player, henceforth to be called
the informed gambler, who knows the value of N before observing the first random variable;
and another, to be called the uninformed gambler, who knows only the distribution of N ,
but not its value. How widely can the players’ optimal expected returns diverge?

To formalize this problem, introduce the sigma algebras Fj = σ(X1, . . . ,Xj , N), and
Gj = σ(X1I{N≥1}, . . . ,XjI{N≥j}), j ∈ IN. (Alternatively, we could use the sigma algebra
G′

j = σ(X1, I{N≥1}, . . . ,Xj , I{N≥j}). It is not hard to see that the uninformed gambler’s
optimal value is the same in both cases.) Let pj = P(N = j) for j = 1, 2, . . . , and define
Zj = XjI{N≥j}. Then the informed gambler’s and the uninformed gambler’s optimal val-
ues will be VF (Z1, βZ2, β

2Z3, . . . ) and VG(Z1, βZ2, β
2Z3, . . . ), respectively. The following

consequence of Corollary 3.5 gives a sharp inequality relating these two values.

Theorem 4.1 (i) For every probability distribution {pj},

VF (Z1, βZ2, β
2Z3, . . . ) − VG(Z1, βZ2, β

2Z3, . . . ) ≤ βj∗−1

(
1 − 1

j∗

)j∗

, (17)
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where j∗ is defined as in (11), and this bound is attained.
(ii) If furthermore, N ≤ n a.s., then

VF (Z1, βZ2, β
2Z3, . . . ) − VG(Z1, βZ2, β

2Z3, . . . ) ≤ βj(n)−1

(
1 − 1

j(n)

)j(n)

, (18)

where j(n) = min{j∗, n}. This bound is attained.

Proof. Note that

VF (Z1, βZ2, β
2Z3, . . . ) =

∞∑
j=1

pjV (X1, βX2, . . . , β
j−1Xj) (19)

≤
∞∑

j=1

pj E(X1 ∨ βX2 ∨ · · · ∨ βj−1Xj)

= E(Z1 ∨ βZ2 ∨ · · · ∨ βN−1ZN ) = E

(
sup
j≥1

βj−1Zj

)
.

Applying Corollary 3.5 to the sequence {Zj} gives the inequalities of Theorem 4.1. The
bounds are attained as follows. For (i), let j0 = j∗; for (ii), let j0 = j(n). Now define
Xi ≡ βj0−i(1−1/j0)j0−i for i = 1, . . . , j0, and Xi ≡ 0 for i > j0. Let pi = (1/j0)(1−1/j0)i−1

for i = 1, . . . , j0, pj0 = (1 − 1/j0)j0−1, and pi = 0 for all i > j0. Then

V (X1, βX2, . . . , β
j−1Xj) = βj0−1 EXj = βj0−1

(
1 − 1

j0

)j0−j

, j = 1, . . . , j0,

and

VG(Z1, βZ2, β
2Z3, . . . ) = EZ1 = EX1 = βj0−1

(
1 − 1

j0

)j0−1

,

since the process Z1, βZ2, . . . , β
j0−1Zj0 is a supermartingale with respect to the filtration

G. A routine calculation using (19) shows that

VF (Z1, βZ2, β
2Z3, . . . ) − VG(Z1, βZ2, β

2Z3, . . . ) = βj0−1

(
1 − 1

j0

)j0

,

attaining equality in both (17) and (18). �

The bounds in Theorem 4.1 can be interpreted as the maximum amount a player should
be willing to pay for the privilege of being disclosed the number of available observations
ahead of time. For instance, if β = .9, one should never pay more than .240 for this
privilege. (See Table 1.)

Note that the inequalities do not change if the informed gambler is given the additional
power of knowing the values of X1,X2, . . . ahead of time. Also, the informed gambler’s
advantage is not reduced if the Xi are assumed to be independent. This is in clear contrast
to the classical comparison of prophet and gambler.

Other comparisons of the optimal expected returns of an informed gambler and an
uninformed gambler are given in Allaart [1], from which the terms “informed gambler”
and “uninformed gambler” were taken.
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5 Random discounting

In this section, let X1,X2, . . . be a general sequence of [0, 1]-valued random variables, and
let B1, B2, . . . be independent [0, 1]-valued random variables, independent of X1,X2, . . . ,
having a common mean 0 < β ≤ 1. Define the discounted sequence {Yj} by

Yj = B1 · · ·Bj−1Xj , j = 1, 2, . . . . (20)

Define the filtration F = (F1,F2, . . . ) by Fj = σ(X1, . . . ,Xj , B1, . . . , Bj−1), j ∈ IN. Note
that this definition expresses the position that the gambler can observe the X’s and the
B’s individually. The goal of this section is to establish a complete comparison between
VF (Y1, . . . , Yn) and E(Y1 ∨ · · · ∨ Yn) for n ≥ 1. Since the case β = 1 is simply the nondis-
counted case treated by Hill and Kertz [8], only the case β < 1 will be considered here.

Definition 5.1 For n ≥ 1 and 0 < β < 1, Ωn,β : [0, 1] → IR is the function

Ωn,β(x) =

{
x + (n − 1)x

(
1 − x1/(n−1)

)
, x ≤ βn−1

j(1 − β)x + βj , βj < x ≤ βj−1, j = 1, . . . , n − 1.

Note that Ωn,β is concave, as can be seen by examining the behavior of its derivative.
The next theorem, whose proof is developed following Remark 5.5 below, is the main

result of this section.

Theorem 5.2 The set {(x, y) : x = VF (Y1, . . . , Yn) and y = E(Y1 ∨ · · · ∨ Yn) for some
sequence Y1, . . . , Yn of the form (20)} is precisely the set {(x, y) : 0 ≤ x ≤ 1, x ≤ y ≤
Ωn,β(x)}.

Corollary 5.3 For fixed n ≥ 1 and 0 < β < 1,

E(Y1 ∨ · · · ∨ Yn) − VF (Y1, . . . , Yn) ≤


(1 − 1/n)n, β ≥ 1 − 1/n

(1 − β)1/(1 − β)�β�1/(1−β)� , β < 1 − 1/n,

where x� denotes the greatest integer less than or equal to x. This bound is attained for
all n and all β.

Proof. The function x → (n − 1)x
(
1 − x1/(n−1)

)
attains its maximum at the point x =

(1 − 1/n)n−1, which falls inside the range [0, βn−1] if and only if β ≥ 1 − 1/n. If, on the
other hand, β < 1 − 1/n, then the maximum value of Ωn,β(x) − x occurs at the point βj∗ ,
where j∗ is the largest integer j such that j(1 − β) − 1 ≤ 0. �

The following result for infinite sequences follows easily from Theorem 5.2.
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Corollary 5.4 The set of points {(x, y) : x = VF (Y1, Y2, . . . ) and y = E(supn≥1 Yn) for
some sequence Y1, Y2, . . . of the form (20)} is precisely the set {(x, y) : 0 ≤ x ≤ 1, x ≤ y ≤
Ωβ(x)}, where Ωβ(0) = 0, and

Ωβ(x) = j(1 − β)x + βj, βj < x ≤ βj−1, j = 1, 2, . . . .

As a consequence,

E
(

sup
n≥1

Yn

)
− VF (Y1, Y2, . . . ) ≤ (1 − β)1/(1 − β)�β�1/(1−β)� ,

and this bound is attained for all 0 < β < 1.

Observe that the case of geometric discounting (Yj = βj−1Xj) is a degenerate case of
the random discounting scheme of this section. It is interesting to investigate the additional
advantage the prophet can gain over the gambler if the discount factors are made random
variables with mean β. To this end, graphs of the bounds y = maxj≥2 βj−1(1 − 1/j)j and
y = (1 − β)1/(1 − β)�β�1/(1−β)� are given in Figure 1.

Remark 5.5 For sequences of independent random variables X1, . . . ,Xn, the prophet re-
gion is slightly smaller, as was shown in Allaart [2]. The two main results of that paper
are:

(i) The set of points

{(x, y) : x = V (Y1, . . . , Yn) and y = E(Y1∨· · ·∨Yn) for some sequence Y1, . . . , Yn

of the form (20) with X1, . . . ,Xn independent}
is precisely the set {(x, y) : 0 ≤ x ≤ 1, x ≤ y ≤ Ψn,β(x)}, where

Ψn,β(x) =

{
[(1 − β)n + 2β]x − β−(n−2)x2, if x ≤ βn−1,

(1 − β)jx + βj , if βj ≤ x ≤ βj−1, 1 ≤ j ≤ n − 1.

(ii) If X1, . . . ,Xn are independent, then

E(Y1 ∨ · · · ∨ Yn) − V (Y1, . . . , Yn) ≤


βn−2{(1 − β)(n − 1) + β}2/4, β ≥ 1 − 1/n,

(1 − β)1/(1 − β)�β�1/(1−β)� , β < 1 − 1/n,

and this bound is attained for all n and all β.
Notice that the upper boundary of the prophet region for the independent case coincides

with that for the arbitrarily dependent case to the right of the point x = βn−1, but is
different to the left of this point. In fact, it will be shown later that the extremal sequence
(X1, . . . ,Xn) attaining the upper bound Ωn,β(x) is a degenerate (and hence independent)
sequence when x ≥ βn−1, but has a martingale-like structure when x < βn−1. Similarly,
the best-possible difference inequality for the independent case is the same as that for the
arbitrarily dependent case when β < 1 − 1/n, but is different when β ≥ 1 − 1/n.

14



0.35

0.25

0.05

0.3

0.2

0
0.8

beta

0.15

0.2

0.1

0 0.4 10.6

Figure 1: The bounds of Corollaries 3.5 and 5.4, as functions of β. Bottom: y = maxj≥2 βj−1(1 − 1/j)j .
Top: y = (1 − β)�1/(1 − β)�β�1/(1−β)�.

The remainder of the section is devoted to proving Theorem 5.2. First it will be shown
that, for the purpose of bounding the value E(Y1∨· · ·∨Yn) for given VF (Y1, . . . , Yn), we may
assume that (i) Bj ∈ {0, 1} for all j, and (ii) the sequence Y1, . . . , Yn is a supermartingale.

The first lemma shows that VF (Y1, . . . , Yn) depends on B1, . . . , Bn−1 only through their
mean β.

Lemma 5.6
VF (Y1, . . . , Yn) = V (X1, βX2, . . . , β

n−1Xn).

Proof. Follows easily by backward induction (see [4]) using the recursive relation

VF (Yj , . . . , Yn|Fj−1) = E[Yj ∨ VF (Yj+1, . . . , Yn|Fj)|Fj−1], 1 ≤ j ≤ n,

and the fact that B1, B2, . . . are independent of each other and of the sequence {Xj}. �

An important consequence of Lemma 5.6 is that, by an argument similar to that in
Lemma 3.6, we may assume that the sequence X1, βX2, . . . , β

n−1Xn is a supermartingale.
From this, it follows easily that the sequence Y1, . . . , Yn is a supermartingale as well.

Lemma 5.7 Let j ∈ {1, . . . , n − 1} be fixed, and define B̃1, . . . , B̃n−1 by B̃i = Bi if i �= j,
and B̃j = the {0, 1}-valued r.v., independent of X1, . . . ,Xn and B1, . . . , Bn−1, with EB̃j =
β. Let Ỹi = B̃1 · · · B̃i−1Xi for all i. Then E(Ỹ1 ∨ · · · ∨ Ỹn) ≥ E(Y1 ∨ · · · ∨ Yn).

Proof. Observe that Y1 ∨ · · · ∨ Yn = W ∨ BjZ, where

W = Y1 ∨ · · · ∨ Yj,

Z = B1 · · ·Bj−1(Xj+1 ∨ Bj+1Xj+2 ∨ · · · ∨ Bj+1 · · ·Bn−1Xn).
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It is well known that the random variable B̃j convexly dominates Bj . Since for fixed
nonnegative numbers w and z the function x → w ∨ zx is convex, and W and Z are
independent of Bj, the lemma follows. �

In view of Lemma 5.7, we can and will assume from here on that P(Bj = 1) = β =
P(Bj = 0) for all j. With this assumption, the expected maximum can be written as

E(Y1 ∨ · · · ∨ Yn) = E[fn(X1, . . . ,Xn)],

where for real numbers x1, x2, . . . , we define

f1(x1) = x1

fk(x1, . . . , xk) =
k−1∑
j=1

βj−1(1 − β)(x1 ∨ · · · ∨ xj) + βk−1(x1 ∨ · · · ∨ xk), k ≥ 2.

Proposition 5.8 For every k ≥ 2, for every sequence of r.v.’s X1, . . . ,Xk such that
(βj−1Xj)kj=1 is a supermartingale, and for every x in [0, 1] the following statements hold
almost surely on the set {X1 ≤ x}.
(i) If x ≤ βk−1, then

E[fk(x,X2, . . . ,Xk)|X1] ≤ x + (k − 1)
(
1 − x1/(k−1)

)
X1.

(ii) If βj < x ≤ βj−1 for j = 1, . . . , k − 1, then

E[fk(x,X2, . . . ,Xk)|X1] ≤
{

x +
[
(j − 1)(1 − β) + 1 − xβ−(j−1)

]
X1, X1 ≤ βj

(j − 1)(1 − β)X1 + βj + (1 − β)x, X1 > βj .

The proof of Proposition 5.8 is somewhat technical, and is deferred until the end of
the section. First, the statement of the proposition is used to complete the proof of Theo-
rem 5.2.

Proof of Theorem 5.2. We may assume that the sequence Y1, . . . , Yn is a supermartin-
gale, so that VF (Y1, . . . , Yn) = EY1 = EX1. Since

E(Y1 ∨ · · · ∨ Yn|X1) = E[fn(X1, . . . ,Xn)|X1],

Proposition 5.8 implies that on {X1 ≤ βn−1},

E(Y1 ∨ · · · ∨ Yn|X1) ≤ X1 + (n − 1)X1

(
1 − X

1/(n−1)
1

)
, (21)

while on {βj < X1 ≤ βj−1} (j = 1, . . . , n − 1),

E(Y1 ∨ · · · ∨ Yn|X1) ≤ X1 + X1(j − 1)(1 − β) + βj − βX1

= j(1 − β)X1 + βj .
(22)
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Taking expectations on both sides of (21) and (22) yields

E(Y1 ∨ · · · ∨ Yn) ≤ E(Ωn,β(X1)) ≤ Ωn,β(EX1) = Ωn,β(VF (Y1, . . . , Yn)),

where the second inequality follows from the concavity of Ωn,β.
Conversely, let (x, y) be a point in the set {(x, y) : x ≤ y ≤ Ωn,β(x)}. For a sequence

X = (X1, . . . ,Xn), the sequence Y = (Y1, . . . , Yn) defined by (20), where P(Bj = 1) = β =
1 − P(Bj = 0) for all j, will be called the sequence associated to X. We first construct
a sequence X′ = (X ′

1, . . . ,X
′
n) such that the sequence Y′ = (Y ′

1 , . . . , Y ′
n) associated to X′

satisfies VF ′(Y′) = x, and E(Y ′
1 ∨ · · · ∨ Y ′

n) = Ωn,β(x). There are two cases to consider.

Case 1. x ≤ βn−1. Let X′ = (X ′
1, . . . ,X

′
n) be given by X ′

1 ≡ x, and for m = 2, . . . , n,

P(X ′
m = 0|F ′

m−1) = 1 on {X ′
m−1 = 0},

and

P(X ′
m = x1−(m−1)/(n−1)|Fm−1) = x1/(n−1)/β = 1 − P(X ′

m = 0|Fm−1) on {X ′
m−1 �= 0}.

Then the sequence Y′ = (Y ′
1 , . . . , Y

′
n) associated to X′ is a martingale satisfying

P(Y ′
m = 0|F ′

m−1) = 1 on {Y ′
m−1 = 0},

and

P(Y ′
m = x1−(m−1)/(n−1)|F ′

m−1) = x1/(n−1) = 1 − P(Y ′
m = 0|F ′

m−1) on {Y ′
m−1 �= 0},

for m = 2, . . . , n. This is a special case of the martingale in the proof of Proposition 3.7.
Hence VF ′(Y′) = EY ′

1 = x, and E(Y ′
1 ∨ · · · ∨ Y ′

n) = x + (n − 1)x
(
1 − x1/(n−1)

)
.

Case 2. βj < x ≤ βj−1 for some j ∈ {1, . . . , n − 1}. In this case, let X ′
m ≡

min{xβ−(m−1), 1} for m = 1, . . . , n. Then the associated sequence Y′ = (Y ′
1 . . . , Y ′

n) is
a supermartingale, and so VF ′(Y′) = EY ′

1 = x. Moreover,

E(Y ′
1 ∨ · · · ∨ Y ′

n) =
j∑

m=1

βm−1(1 − β) E X ′
m + βj EX ′

j+1 = j(1 − β)x + βj .

In both cases, it follows that E(Y ′
1 ∨ · · · ∨ Y ′

n) = Ωn,β(x).
Next, let X̃ = (X̃1, . . . , X̃n) be the sequence X̃m ≡ x for m = 1, . . . , n, and define the

mixture X = (X1, . . . ,Xn) by P(X = X′) = (y − x)/(Ωn,β(x) − x) = 1 − P(X = X̃).
Then the sequence Y = (Y1, . . . , Yn) associated to X is a supermartingale, VF (Y) = x,
and E(Y1 ∨ · · · ∨ Yn) = y. �

In order to prove Proposition 5.8, the following functions are needed.
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Definition 5.9 (i) For k ≥ 1 and 0 ≤ x ≤ βk, uk,x : [0, 1] → IR is the function

uk,x(y) =


ky(1 − x1/k), y ≤ x

y − x + ky(1 − y1/k), x < y ≤ βk

j(1 − β)y + βj − x, βj < y ≤ βj−1, j = 1, . . . , k.

(ii) For k ≥ 1 and βk ≤ x ≤ βk−1, wk,x : [0, 1] → IR is the function

wk,x(y) =


[
(k − 1)(1 − β) + 1 − xβ−(k−1)

]
y, y ≤ βk

(k − 1)(1 − β)y + βk − βx, βk < y ≤ x

j(1 − β)y + βj − x, max(x, βj) < y ≤ βj−1, j = 1, . . . , k.

Lemma 5.10 (i) If x ≤ βk+1, then

ûk,x(y) =

{
(k + 1)

(
1 − x1/(k+1)

)
y, y ≤ xk/(k+1)

uk,x(y), y > xk/(k+1).

(ii) If βk+1 ≤ x ≤ βk, then

ûk,x(y) =

{[
k(1 − β) + 1 − xβ−k

]
y, y ≤ βk

uk,x(y), y > βk.

Proof. An examination of the slope of uk,x reveals that uk,x is linear on [0, x] and concave
on [x, 1], with an increase in slope at y = x. Let

M = max
0<y≤1

uk,x(y)
y

.

The slope of uk,x on [βk, 1] is less than the slope on [0, x], and uk,x is strictly concave on
[x, βk]. Thus, there is a unique y∗ in [x, βk] such that My∗ = uk,x(y∗). The function φ
defined by φ(y) = My if y ≤ y∗, and = uk,x(y) if y > y∗, is clearly concave and dominates
uk,x on [0, 1]. Since any smaller function dominating uk,x would fail to be concave on [0, y∗],
we conclude that φ = ûk,x.

It remains to calculate M and y∗. Routine differentiation of the function h(y) :=
1 − x/y + k(1 − y1/k) for x < y ≤ βk shows that y∗ = xk/(k+1), M = (k + 1)(1 − x1/(k+1))
if x ≤ βk+1; and y∗ = βk, M = k(1 − β) + 1 − xβ−k otherwise. The lemma follows. �

Lemma 5.11

ŵk,x(y) =

{[
(k − 1)(1 − β) + 1 − xβ−(k−1)

]
y, y ≤ βk−1

j(1 − β)y + βj − x, βj < y ≤ βj−1, j = 1, . . . , k − 1.
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Proof. It is easily checked that the function wk,x is continuous and piecewise linear on
[0, 1], and is concave on [βk−1, 1]. Moreover, the slope of wk,x on [0, βk] is both greater
than the slope on [βk, x], and greater than the slope anywhere on [βk−1, 1]. Define φ(y) =[
(k − 1)(1 − β) + 1 − xβ−(k−1)

]
y for y ≥ 0. Then φ is linear, and a simple calculation

shows that φ(0) = wk,x(0), and φ(βk−1) = wk,x(βk−1). Hence ŵk,x(y) = φ(y) for y ≤ βk−1,
and = wk,x(y) for y > βk−1. �

Proof of Proposition 5.8. The proof will be by induction on k. Note first that

E[f2(x,X2)|X1] = x + β E[(X2 − x)+|X1]
≤ x + β E[X2|X1](1 − x) = x + max{X1, β}(1 − x),

from which the statement of the proposition follows for k = 2.
Next, let l ≥ 2, and suppose statements (i) and (ii) of Proposition 5.8 are both true for

k = l. Write

E[fl+1(x,X2, . . . ,Xl+1)|X1] = (1 − β)x + β E
[
E[fl(x,X3, . . . ,Xl+1)|X2]I{X2≤x}|X1

]
+ β E

[
E[fl(X2,X3, . . . ,Xl+1)|X2]I{X2>x}|X1

]
.

Now if x ≤ βl−1, the induction hypothesis yields

E[fl+1(x,X2, . . . ,Xl+1)|X1]

≤ (1 − β)x + β E
[
x + (l − 1)X2

(
1 − x1/(l−1)

)
I{X2≤x}|X1

]
+ β E

[{
X2 + (l − 1)X2

(
1 − X

1/(l−1)
2

)}
I{x<X2≤βl}|X1

]
+ β

l−1∑
j=1

E
[{j(1 − β)X2 + βj}I{βj<X2≤βj−1}|X1

]
= x + β E[ul−1,x(X2)|X1] ≤ x + βûl−1,x(E[X2|X1]) ≤ x + βûl−1,x(X1/β),

(23)

where the second inequality follows from Jensen’s inequality, and the last inequality follows
since ûl−1,x(y) is increasing in y, and by the supermartingale property of X1, βX2, . . . .
Statement (i) now follows for k = l + 1 since if x ≤ βl, then X1/β ≤ x/β ≤ x(l−1)/l, and so
Lemma 5.10 (i) gives

βûl−1,x(X1/β) = l
(
1 − x1/l

)
X1.

For statement (ii), we first show that if βj < x ≤ βj−1 for j = 1, 2, . . . , l, then

E[fl+1(x,X2, . . . ,Xl+1)|X1] ≤ x + βŵj,x(E[X2|X1]).

19



For j = l, this follows from the development (23) since x ≥ βl implies that ûl−1,x = ŵl,x.
If j < l, the induction hypothesis implies

E[fl+1(x,X2, . . . ,Xl+1)|X1]

≤ (1 − β)x + β E
[{

x +
(
(j − 1)(1 − β) + 1 − xβ−(j−1)

)
X2

}
I{X2≤βj}|X1

]
+ β E

[{(j − 1)(1 − β)X2 + βj + (1 − β)x}I{βj<X2≤x}|X1

]
+ β

j∑
r=1

E
[{r(1 − β)X2 + βr}I{max(x,βr)<X2≤βr−1}|X1

]
= x + β E[wj,x(X2)|X1] ≤ x + βŵj,x(E[X2|X1]).

There are now three cases to be considered (the second case being empty if j = 1):

Case 1. X1 ≤ βj . Then X1/β ≤ βj−1, and by Lemma 5.11,

βŵj,x(E[X2|X1]) ≤ βŵj,x(X1/β) =
[
(j − 1)(1 − β) + 1 − xβ−(j−1)

]
X1.

Case 2. βj < X1 ≤ β. Then βj−1 < X1/β ≤ βj−2 (since X1 ≤ x ≤ βj−1), and so

βŵj,x(E[X2|X1]) ≤ βŵj,x(X1/β) = (j − 1)(1 − β)X1 + βj − βx.

Case 3. β < X1. Then certainly x > β so that j = 1, and hence

βŵj,x(E[X2|X1]) ≤ βŵ1,x(1) = β(1 − x).

In each case, statement (ii) follows for k = l + 1. This completes the proof. �
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